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T E C H N O L O G Y  E N T E R P R I S E

O v e r v i e w
NASA’s mission for the Aeronautics and Space

Transportation Technology Enterprise is to pioneer
the identification, development, verification, transfer,
application, and commercialization of high-payoff
aeronautics technologies and to provide a program of
leading-edge exploratory and focused technology to
ensure continued U.S. preeminence in space trans-
portation at substantially reduced costs. Ames’
scientists and engineers support this mission by
pursuing a triad of objectives.

One objective of this triad is to excel in modeling
and simulation using computers, in aerodynamics
and aerothermodynamics developments using wind
tunnels and arc-jet and hypervelocity facilities, in
virtual reality using flight simulators, and in the
synergistic integration of these powerful and distinct
capabilities. Another objective is to develop, validate,
and verify enabling, cutting-edge, high-payoff
technologies and prepare them for advanced
vehicles—rotorcraft, fixed-wing subsonic aircraft,
high-performance aircraft, and aerospace vehicles—
by probing previously unexplored configurations
and flight regimes. Finally, the third objective is to
develop aerospace information systems (including
airspace operation systems), integrating information
technology, modeling and simulation, operations
research, human factors, guidance and control,
artificial intelligence, and computer science.

Ames addresses this triad, in part, by focusing
on developments that lead to advanced vehicles,
by further understanding the physics, by enhancing
design and analysis tools, and by improving and
developing facilities. Ames’ scientists and engineers
also participate in jointly funded partnerships with
industrial entities having a direct interest in using
Ames expertise or technologies. During FY95,
numerous such efforts were accomplished to achieve
the following Enterprise goals:

• Develop high-payoff technologies for a new
generation of environmentally compatible,
economic rotorcraft and subsonic, fixed-wing
aircraft, and a safe, highly productive global air
transportation system.

• Prepare the technology options for new capabili-
ties in high-performance aircraft.

1
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The guidance and control of transport aircraft to
land automatically using only engine power was
successfully demonstrated by an information system,
called the Propulsion Controlled Aircraft System,
on board a jumbo transport aircraft. An advanced
navigation display system was also evaluated for the
simulated operation of a jumbo transport aircraft. In
addition, research was conducted in wake vortex
hazard and its avoidance, pilot taxiing aids, head-up
display design, airframe noise, wing flap-edge noise,
and lift-enhancing devices.

Several Ames projects contributed to the Enter-
prise goals for high-performance aircraft. One of the
technology-options development efforts for new
capabilities in high-performance aircraft describes the
first flight test involving a neural network placed in
the onboard flight processor of a fighter aircraft. The
neural network, an information system, performed
adaptive real-time control for the reconfiguration of
the aircraft in response to off-nominal or unforeseen
flight conditions. The other such efforts include: tests
of one variant in the Joint Aircraft Strike Technologies
(now the Joint Strike Fighter) Program; wind tunnel
tests of a highly maneuverable fighter design;
powered-lift aircraft control concept testing in
simulations and in flight; and computer simulations
of high-angle-of-attack aerodynamic performance
and of a canard/wing/body configuration.

The efforts for HSCT include the vehicle shape
optimization for increased performance and reduced
sonic boom overpressure, the High-Lift Engine Aero-
acoustics Tests, and the development of HSCT flight-
control laws and of external vision technology for
windowless cockpits.

The reduction in the life-cycle cost of access to
space is principally addressed by developing light-
weight, low-cost, thermal protection systems (TPSs).
Using Ames’ NASA-unique capability in TPS, new
aerospace materials for reusable launch vehicles are
being developed. Specifically, the industrial entities,
conducting efforts for the X-33 and the X-34 pro-
grams, were assisted. Design concepts were analyzed
using engineering tools and complex computer
simulations of flow fields. Ames took the lead in
defining requirements for new, lightweight, durable,

• Prepare the technology base for an economically
viable and environmentally friendly high-speed
civil transport (HSCT).

• Reduce the cost of access to space.
• Build capability in the space industry through

focused space technology efforts.
• Develop advanced concepts, physical under-

standing, and theoretical, experimental, and
computational tools, including high-performance
computing and information technology, to
enable advanced aerospace systems.

• Develop, maintain, and operate critical national
facilities for research and for the support of
industry, the Federal Aviation Administration
(FAA), the Department of Defense (DOD), and
NASA programs.

Ames is the primary Center for Aviation Opera-
tions Systems and for Information Systems. In addi-
tion, Ames is the Program Lead Center for the
Research and Technology Base Program in Rotor-
craft, for the Numerical Aerodynamic Simulation
(NAS) Program, for the High Performance Computing
and Communications Program, and for supercom-
puting; Ames leads the Competency Group Area for
vertical/short takeoff and landing technology; and
Ames maintains competencies in airborne systems,
aerodynamics, hypersonics and hypervelocity flight,
mission/system analysis, crew station design and
integration, turbomachinery and combustion,
experimental aircraft flight research, testbed aircraft
research and operation, and flight test techniques and
instrumentation. Ames is being established as NASA’s
Center of Excellence for Information Technology to
enable the creation of a new NASA. Application of
this new technology will revolutionize NASA’s ability
to accomplish its mission.

Vehicles
Ames made significant contributions to the

Enterprise goal for rotorcraft, which led to accom-
plishments in defining the civilian tiltrotor mission
and baseline configuration, helicopter noise abate-
ment, engine-out operations, very-low-altitude
operations, noise reduction and blade control,
rotorcraft airloads, and flow-field analyses.

2
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cally connecting the air traffic control, airline, and
airport operations.

The accomplishments related to experimental
tools for improving the performance of humans
include reports on monitoring motion perception,
sound synthesis, displays of virtual objects, spatial
auditory display, and visual virtual environments.
Tools are also discussed for fluid-flow measurements,
such as skin friction, atmospheric samples, and
acoustics.

Facilities
The most sophisticated flight simulators in the

United States can be found at Ames, and the Crew-
Vehicle Systems Research Facility is a unique
national laboratory designed to study human factors
in aviation safety. Ames operates a complex of wind
tunnels (the National Full-Scale Aerodynamics
Complex, the 12-Foot Pressure Wind Tunnel, and the
Unitary Plan Facility) for aerodynamics research and
development testing. In addition, advanced
supercomputers and experimental, highly parallel
computers are assembled at Ames in the NAS facility,
also a national facility.

The Enterprise goal to develop, maintain, and
operate critical national facilities is continuously
addressed by developing and building new facilities
at Ames, by improving existing facilities for enhanc-
ing user productivity, and by further developing them
to provide new capabilities.

A progress report presents the status of a new
simulation facility, the Surface Development and Test
Facility, to validate future airport surface and air
traffic control tower technologies prior to field
deployment.

Efforts for significantly improving productivity of
test operations include a description of the newly
rebuilt 12-Foot Pressure Wind Tunnel—the only large
scale, low-turbulence, variable-density subsonic
tunnel in the United States; development of an
information system called DARWIN to allow remote
access to the Ames wind tunnel facilities from within
Ames through a local fiber-optic intranet and from
industry sites through the AEROnet nationwide
network; qualification testing of the Laminar Super-
sonic Wind Tunnel for investigating transitions from
laminar to turbulent flows; and arc-jet characteriza-
tion studies in the Ames arc-jet wind tunnel and a

low-cost TPS to be incorporated in the X-33 vehicle.
A by-product of this effort was the development of
the Thermal Protection Information System, which
provides easy access to material developers to vast
amounts of data, reports, and images generated
during the testing of candidate materials.

Another example of the Ames/industry partner-
ship is the development of a health management
system facilitating vehicle maintenance, a critical
enabling technology for the reusable launch vehicles.
A stress sensor based on fiber-optic technology was
developed, as part of the X-33 Technology Program
with Lockheed Martin. A prototype sensor system
was built in the Photonics Laboratory at Ames, and
successfully demonstrated at Lockheed Martin’s test
facility.

Physics and Tools
Developments for addressing the Enterprise goal

of enabling advanced aeronautics and aerospace
systems require, in part, advances in physics and
tools. The accomplishments related to improved
physical understanding and theoretical tools are
described in reports on human motion perception,
fatigue countermeasures, boundary layer transition,
turbulence modeling, and flow-separation topology.
Computational tools were developed for studying
ventricular-assist devices for human blood flow and
for analyzing the aerodynamics and aeroelasticity of
subsonic transport planes. Improvements in tools
were accomplished for Reynolds-averaged Navier–
Stokes simulations, for simulations with Cartesian
grids, and for large-eddy simulations.

Articles on advanced information tools include
the Unsteady Flow Analysis Toolkit to assist compu-
tational fluid dynamics scientists to understand fluid-
flow phenomena; the Automated Instrumentation and
Monitoring System to realize the full potential of the
parallel computing platforms and to assist developers
in the transition from vector-based supercomputing to
these platforms; the Message Passing Interface (input/
output interface) for parallel file operations that
simultaneously provide both portability and perfor-
mance; and the status of a joint NASA/FAA effort for
developing an information system, the Surface
Movement Advisor, to enhance the terminal-area
productivity by facilitating unprecedented informa-
tion sharing between user communities by electroni-

3
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spectroscopic study of the arc column enhancing the
value of data taken in this tunnel.

The NAS facility is continuously improved to
enhance user productivity. For example, the Portable
Batch System moves NASA closer to its goal of
combining heterogeneous computing resources into
a virtual computing facility targeted at solving a wide
range of scientific and engineering problems. The

4

“super home” file system on the NAS Cray C90 (von
Neumann) increases user productivity by increasing
total user disk capacity and by reducing the complex-
ity of the file system structure. And, the Asynchro-
nous Remote Copy Program is designed to quickly
and reliably transfer large scientific datasets from host
to host, with minimal input from the supercomputer
user to transfer files over the AEROnet.
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The ability to exploit displays, especially at low
airspeeds, is limited in the initial recovery portion
near to the ground, where attention must be directed
outside the cockpit. To assist the pilot with achieving
maximum performance, a tactile cue was used on the
pilot’s collective lever to indicate when maximum
power was being used from the operating engine. An
additional cue, either tactile of a different character,
or a display cue, was used to assist the pilot in setting
optimum rotor rpm to maximize the climb perfor-
mance during flyout maneuvers. The pilots consid-
ered the concepts effective and promising as aids to
maximize performance.

Point of Contact: L. Iseler
(415) 604-0872
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Fig. 2. Flightpath vector display.

Optimal Trajectories for Category-A Helicopters
Robert T. N. Chen, Yiyuan Zhao

A major safety concern to helicopter operations,
especially in the critical flight phases of takeoff and
landing from/to small, confined areas, is an engine
failure. As a result, the Federal Aviation Administra-
tion (FAA) certifies a transport helicopter as either
Category-A or Category-B, according to its ability to
continue operations following engine failure. For the
more stringent Category-A certification, a multiengine
helicopter must be capable of continuing the flight
with one engine inoperative (OEI). This and related
requirements, while permitting operations from
rooftops, oil rigs, or flight to areas where no emer-
gency landing sites are available, significantly reduce
the maximum payload of a Category-A transport
helicopter. Typical Category-A helicopter vertical
takeoff and landing procedures are shown in the
figure.

Specifically, in a takeoff flight, the pilot must
continue the takeoff (CTO) if an engine fails at or
after passing the takeoff decision point (TDP), and
should land or reject the takeoff (RTO), if an engine
failure occurs at or before reaching the TDP. In a
landing flight, the pilot must continue the landing

(CL) if an engine fails after the helicopter has passed
the landing decision point (LDP). The pilot may either
continue or balk the landing (BL) if an engine failure
occurs at or before reaching the LDP. If no engine
fails, the helicopter simply proceeds with the all-
engine-operating (AEO) normal takeoff or landing.

The current certification process involves exten-
sive flight tests that are potentially dangerous, costly,
and time consuming. These tests require the pilot to
simulate engine failures at increasingly critical
conditions. Flight manuals based on these tests tend
to provide very conservative recommendations with
regard to maximum takeoff weight or required
runway length. Usually, a single TDP or LDP is
recommended for all flight conditions. As a result,
the pilot cannot trade favorable ambient conditions
or less takeoff weight for a shorter runway length.
Analytical investigations into optimal takeoff and
landing trajectories for OEI operations are needed to
reduce the time and cost of flight testing and to
enhance safety through appropriate cockpit display
guidance.

A D V A N C E D  V E H I C L E S  / R o t o r c r a f t
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Trajectory optimization studies have been
conducted in FY95 to examine basic characteristics
of a twin engine helicopter in Category-A, OEI takeoff
and landing operations. These studies also investi-
gated the associated heliport size requirements and
the maximum gross weight capability of the helicop-
ter. Using an augmented, point-mass model represen-
tative of the UH-60A helicopter, RTO, CTO, BL, and
CL were investigated for both vertical takeoff and
landing (VTOL) from/to a helipad and short takeoff
and landing (STOL) from/to a clear heliport.

For VTOL operations, a linear backup procedure
is assumed for normal AEO takeoff, and a straight-in
procedure for normal landing. In RTO and CL,
optimal trajectories were calculated to minimize the
deviations of the touchdown point from the original
takeoff point, subject to safe touchdown speed limits.
For CTO and BL, two performance indices were
considered: one minimizes the horizontal distance,
and the other minimizes the maximum altitude loss.
Both are subject to terminal constraints correspond-

ing to the steady OEI climb required by the FAA
regulations.

In STOL operations, which use typical AEO
takeoff and landing procedures, two trajectory
optimization problems were formulated for OEI
transitional flight: one to minimize the runway length
requirements and another to maximize the takeoff
weight. Both are subject to appropriately specified
terminal conditions. Results indicate that in an OEI
transitional flight, the optimal control strategies
maneuver the helicopter to match the power required
to the level of the OEI contingency power available,
along the way trading among the helicopter’s poten-
tial, kinetic, and rotor rotational energy sources.
Other key results were documented and presented at
1995 conferences of the American Helicopter Society
and the American Institute of Aeronautics and
Astronautics.

Point of Contact: R. Chen
(415) 604-5008

Fig. 1. Typical VTOL Category-A operation: backup takeoff and landing.
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Pilots flying rotorcraft close to the ground in
nap-of-the Earth (NOE) flight are confronted with
unique guidance and control tasks that require a
high degree of concentration. These flight tasks,
which can be intensified by low visibility and high
auxiliary workload conditions, include long-range
mission planning as well as real-time piloting for
obstacle avoidance. Although commonly associated
with military operations, high workload missions
requiring intensive guidance and control tasks are
also encountered by civilian rotorcraft pilots involved
with Emergency Medical Service and fire-fighting
operations.

The Pilot-Directed Guidance (PDG) automation
system, shown schematically in the first figure, assists
pilots flying NOE by providing for (1) automated
obstacle detection and avoidance; (2) terrain-
following altitude control; and (3) airspeed control.
PDG relies on real-time, forward-looking, sensor
information to provide the system with knowledge of

obstacles and terrain in the vicinity of the rotorcraft.
When the PDG system determines that an obstacle or
terrain collision is imminent, the necessary avoidance
control activity is provided automatically for the
pilot. The PDG guidance logic is designed to favor
lateral maneuvers over vertical maneuvers to provide
greater concealment of the vehicle under hostile
conditions. To provide a mechanism by which the
pilot can override or modify automatic system
commands, the cyclic and collective control incep-
tors are back-driven in the cockpit. With this imple-
mentation, the pilot is able to override the PDG
system at any time by providing a sufficient force
input to the control inceptors. To improve situational
awareness and PDG system monitoring, a Helmet-
Mounted Display (HMD) is also provided for the
pilot. Along with rotorcraft and system-state informa-
tion, the HMD displays inertially referenced, course-
following symbology that resembles a pathway on
the ground.

Pilot-Directed Automated Guidance System
Richard A. Coppenbarger, Chima E. Niaka

Fig. 1. Automated PDG system diagram.
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The PDG controller is based on a novel, nonlin-
ear design technique that facilitates its use over the
entire flight envelope of the vehicle. The technique
transforms the input-output map of the original
nonlinear system into a much more tractable, linear,
time-invariant form. The transformed system is then
easily controlled using any well-known, linear-
control, design technique. This technique was
incorporated in the design of a nonlinear autopilot
that was synthesized for a comprehensive, flight-test-
validated, engineering model of the UH-60A Black
Hawk helicopter for the PDG application. A simple,
time-invariant, proportional-derivative type control
law design is used and remains valid throughout the
helicopter’s operational flight envelope.

Simulation evaluation of the PDG system was
conducted on the Ames Vertical Motion Simulator

(VMS). NASA research pilots, along with pilots from
the rotorcraft industry, participated in this initial
simulation study focused on concept validation and
system refinement. A cockpit view of the simulation
imagery is shown in the second figure. Pilots were
given the opportunity to fly NOE missions, requiring
intensive terrain and obstacle avoidance, with and
without PDG automation. The results indicate that
use of the PDG system greatly improves altitude,
airspeed, and collision-avoidance performance, and
provides a substantial reduction in pilot workload,
especially under poor visibility conditions.

Point of Contact: R. Coppenbarger
(415) 604-6440

Fig. 2. Cockpit view during VMS evaluation of PDG system.

A D V A N C E D  V E H I C L E S  / R o t o r c r a f t
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Military and civilian rotorcraft are required to
operate at low altitudes for emergency rescue, fire-
fighting, and military missions in spite of the severe
pilot workload requirements imposed by obstacle
detection and avoidance tasks. Improved safety and
reduced workload can be achieved by assisting pilots
in detecting potential obstacles and in selecting
obstacle-free flightpaths. Systems based on digital
terrain maps have led to improved effectiveness for
some missions but are limited by map resolution and
the presence of unmapped, man-made, and natural
obstacles. Further improvements in safety and
effectiveness can be achieved through the use of
onboard sensors to confirm terrain maps and detect
unmapped obstacles.

The U.S. Army has taken the lead in developing
active sensors, while requesting NASA to investigate
complementary, low-observable, passive sensor
technologies. The NASA effort has focused on
techniques for obstacle detection and range estima-
tion based on processing of images from two onboard
cameras. This vision-based approach has the advan-
tage of using inexpensive sensors and the ability to
range to objects within a large field-of-view. In
addition, the general approach applies unmodified
to low-light-level television and infrared images to
allow operations at night and in the presence of
smoke. Similar techniques are applicable to images
provided by other sensors (such as radars), potentially
allowing for operations under poor weather
conditions.

NASA has developed algorithms to detect, track,
and range to potential obstacles based on input from
two onboard cameras and an inertial navigation
system. The processing of data collected from flight
experiments has demonstrated the ability to estimate
an obstacle’s range with less than 10% error for
obstacles up to a distance of 1000 feet. The general
approach is to (1) identify regions of interest (called
features) in an image from the master camera,
(2) determine the location of each feature in the
corresponding image from the slave camera,
and (3) based on these measurements and the
relative position of the cameras, estimate the three-

dimensional (3-D) position of the object giving rise to
the feature. Using information from the helicopter’s
inertial navigation system, the feature’s location in
the next set of images can be predicted. When the
next set of images becomes available, the feature’s
actual location is measured and compared with the
predicted location to refine the 3-D position estimate.
The first figure (see Color Plate 1 in the Appendix)
shows a sample input image and the same image
overlayed with the identified features color-coded to
indicate the range between 0 and 1000 feet (red
features indicate near range; green, middle range;
and blue, far range).

A real-time implementation of the NASA algo-
rithm was achieved through a Small Business Innova-
tive Research effort with Innovative Configurations,
Inc., in which a parallel computer system was
developed to match the requirements of the passive
ranging algorithm. Relying largely on commercial
off-the-shelf products, the computer system consists
of a 32-processor parallel computer delivering a peak
performance of 2 GFlops (2 billion floating-point
operations per second), two image digitizers, and an
output display generator. The resulting three-board
computer system (shown in the second figure with

Real-Time Image-Based Obstacle Detection and Ranging System
Phillip Smith, Banavar Sridhar

Fig. 2. Real-time image-processing system.
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two cameras and a display monitor) is compact
enough for installation on board a helicopter. The
parallel computer system has demonstrated the
capability of acquiring image-pairs from two cam-
eras, detecting and ranging to 300 simultaneous

features, and generating a pilot display at a sustained
rate of 15 hertz.

Point of Contact: P. Smith
(415) 604-1747

Stall Control of Helicopter Blades
Khanh Nguyen

A numerical analysis was developed to evaluate
the effectiveness of an automatic stall suppression
system for helicopters. The analysis employed a finite
element method and included unsteady aerodynamic
effects (dynamic stall) and a nonuniform inflow
model. The stall suppression system, based on a
transfer matrix approach, employed a stall index as a
measure of stall and blade-root actuation. The results
showed that stall could effectively be suppressed

using higher harmonic, blade-root actuation at both
cruise- and high-speed flight conditions. The effec-
tiveness of the stall suppression system is shown in
the two figures that compare the stall regions of the
uncontrolled (first figure) and controlled (second
figure) cases at a high-thrust, high-speed flight
condition. The control amplitude was small, less than
1 degree. In a high-thrust, low-speed flight condition,
stall was fairly insensitive to higher harmonic inputs.

Fig. 1. Uncontrolled stall regions over rotor disk.
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In general, stall suppression did not guarantee
performance improvements. The results also showed
the distinction between stall suppression and perfor-
mance improvement with active control. When the
controller aimed to reduce the shaft torque, rotor

performance improvement could be achieved with
a small degradation in stall behavior.

Point of Contact: K. Nguyen
(415) 604-5043
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Fig. 2. Controlled stall regions over rotor disk.
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The UH–60A Airloads Program has collected
high-quality pressure measurements from a UH–60A
rotor system for over 800 flight conditions. A total
of 221 pressure transducers were installed on one
blade at nine radial and another 21 transducers
were located near the blade leading edge between
the radial arrays to provide information of the
aerodynamic phenomenon of the rotor system in
various flight conditions. This data is used to validate
design codes, enabling faster and better design of
helicopters.

The figure shows an example of the type of data
available within this database. Here, the data from
one leading edge pressure transducer located at
r/R = 0.865 (where r is the arbitrary radius along the
leading edge and R is the blade radius) is displayed
for eight different descent rates ranging from 200 to
900 feet per minute, while the thrust of the rotor
system and advanced ratio are maintained at a
constant level. The interaction of the preceding
blade’s trailing vortex and pressure transducer blade
is affected by the descent rate. The changes can be
seen near the 270-degrees azimuth position as the
down/up pressure pulse at a descent rate of 200 feet
per minute transitions into three separate pressure
pulses at 900 feet per minute.

This year, significant accomplishments were
centered on improving the use of the data and the
validation of the database. Utility was increased by
adding calculations of normal force, chord force,
pitching moment, and blade thrust from integrated
pressure measurements to the database for selected
flight conditions. These integrated values had been
requested by numerous users.

Part of the validation effort (the search for
unacceptable pressure transducers) has been going
through a number of phases. This effort is, of course,
required prior to integrating the pressures as noted
above. Work is continuing in this area with a focus
on a few transducers with marginal bias defects.

In addition, comparisons between the flight test and
wind tunnel data have been reported. Discrepancies
in thrust, blade airloads, and disk angle of attack
were noted. With respect to the airloads, further
efforts indicate that most of the discrepancy is in the
elastic motion of the blade, which, in flight, is poorly
known. The very stiff swashplate of the tunnel model
compared to the relatively soft swashplate for the
flight vehicle result in different elastic deformation
and, hence, airloads.

Point of Contact: R. Kufeld
(415) 604-5664

UH–60A Airloads Program
Robert M. Kufeld, William G. Bousman
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Fig. 1. Leading edge pressure at r/R = 0.865 versus
rotor azimuth for different descent rates at constant
rotor thrust and advance ratio.
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The use of wind-tunnel test measurements, flight-
test measurements, and analytical prediction plays a
key role in the development of new rotor systems.
Such tests are typically performed using a range of
rotor system sizes and wind-tunnel test facilities. To
assure the accuracy of wind-tunnel testing method-
ologies, a validation study is in progress using test
results from model- and full-scale tests in comparison
with flight-test data. This study is being conducted
under the auspices of the U.S. Army/German Memo-
randum of Understanding on Cooperative Research
in the field of helicopter aeromechanics. This com-
parison will determine the ability to accurately
predict helicopter flight behavior from wind-tunnel
experiments and the influence of the test facility on
these results. Experimental data from a series of wind-
tunnel tests, including both model- and full-scale
experiments, are being studied.

Results of a recently completed model-scale
test of a BO-105 hingeless rotor in the Deutsch-
Niederlandischer Windkanal (DNW) are being
studied. A 40% scale model BO-105 rotor was tested
in five different test sections of the DNW wind tunnel
with the intent to evaluate and identify the influence

of the wind-tunnel walls on measured rotor perfor-
mance. The influence of wind-tunnel walls has been
reported by many researchers over the years. From
these studies, numerous methods have been devel-
oped to account for the tunnel wall-induced effects
in order to approximate free-flight conditions in the
wind tunnel. Results from the DNW model-scale test
are being used to evaluate the applicability of these
methods for rotorcraft testing.

Results from the recently completed DNW test
are shown. The influence of the wall-induced effects
on rotor power as a function of tunnel speed are
clearly seen in the first figure. This figure shows rotor
power as a function of tunnel speed with rotor thrust
and hub moments adjusted to match flight-test
measurements. Data is presented for five different
test section configurations. The influence of the
tunnel walls clearly reduces as the tunnel speed
increases. This trend is consistent with existing wall
correction theories. The data presented in this figure
has not been corrected for the wall-induced effects.

Rotor Data Correlation
Randall Peterson

Fig. 1. Comparison of rotor power as a function of
advance ratio without wall corrections for five
different DNW test sections with identical rotor trim
conditions.

Fig. 2. Comparison of corrected rotor power as a
function of advance ratio with wall corrections for
four different DNW test sections with identical rotor
trim conditions.
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The second figure shows a comparison of model-
scale rotor power as a function of tunnel speed with
corrections for wall-induced effects applied. Angle-
of-attack corrections as a function of rotor thrust and
tunnel speed were determined based on existing wall
correction theories. Application of the wall correc-
tions to both the open and closed test section data
does an excellent job of collapsing the data for all the
tunnel speeds tested. The data for the 8 × 6 meter

slotted test section are not shown in this figure, as
existing wall correction methodologies do not
account for slotted test sections. These results indi-
cate that existing wall correction theories are indeed
valid for correcting or accounting for the tunnel wall-
induced effects on rotors in a wind tunnel.

Point of Contact: R. Peterson
(415) 604-5044

Identification of Hub Loads Using Neural Networks
Sesi Kottapalli, Anita Abrego, Stephen Jacklin

The development and implementation of a
robust, active-control system for helicopter dynamics
must include an accurate representation of how the
control inputs influence the measured outputs (in the
present context, vibratory hub loads). These hub
loads almost always behave nonlinearly with respect
to the phase of a higher harmonic or individual blade
pitch control input.

In the present study, neural networks are applied
to model and predict experimentally measured
vibratory hub loads. Data from a wind tunnel test
of a four-bladed, hingeless rotor in forward flight
(with individual blade control (IBC)) were used to
provide 2-per-revolution and 3-per-revolution control
amplitude, control phase, and vibratory hub loads.

In the multiple-input, single-output application
case, a metric consisting of an equally weighted
combination of five 4-per-revolution vibratory hub
loads was used to characterize the hub loads. Using
the control phase and/or amplitude as inputs and the
vibratory hub loads metric as output, the radial-basis
function (RBF) and back-propagation types of net-
works were trained. The RBF network is robust for
interpolative purposes, including significant
nonlinearities. The RBF network also works well
when there are multiple inputs and a single output
(prediction of nonlinear, nonbaseline metrics
and accompanying baseline metrics). The back-
propagation neural network is robust for interpola-
tion, and with some guidance, produces acceptable
extrapolations.

In the second phase of this study, the multiple-
input, multiple-output application was considered;
modeling and prediction of cosine and sine compo-
nents of measured rotorcraft hub loads were under-
taken. Present results show that the RBF type of
neural network accurately models these experimental
data. This type of network works well for the present
interpolative type of prediction involving significant
nonlinearities. Consider the following multiple-input,
multiple-output neural network application case:

Fig. 1. Six-output application: RBF neural network
modeling and prediction of sine component of
normal force (includes baseline prediction).
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four inputs (control amplitudes and phases at 2 per
revolution and 3 per revolution) and six outputs
(cosine and sine components of the normal force,
pitching, and rolling moments). The figure shows a
typical result from the present four-input, six-output
neural networks application; in the figure, “IBC2 test”

refers to a particular wind tunnel test—the second
United States/German IBC test.

Point of Contact: S. Kottapalli
(415) 604-3092

Comparison of Computational and Experimental Rotor
Blade-Vortex Interactions
Megan McCluer

Computational predictions were compared to
experimental acoustics data for a helicopter rotor
blade interacting with a vortex. Acoustic measure-
ments were acquired from an experiment performed
in the Ames Research Center 80- by 120-Foot Wind
Tunnel. The experiment was designed to examine the

aerodynamics and acoustics of parallel blade-vortex
interaction (BVI).

The first figure is an illustration of the experi-
mental setup in the wind tunnel. An independently
generated vortex interacted with a small-scale,
nonlifting helicopter rotor at the 180-degree azimuth
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Fig. 1. Schematic of experimental setup in the wind tunnel test section.
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angle to create the interaction in a controlled envi-
ronment. Near-field pressure time histories were
calculated using computational fluid dynamics
(CFD). The Transonic Unsteady Rotor Navier-Stokes
(TURNS) code was used to make comparisons with
the acoustic pressure measurements at two micro-
phone locations, with several test conditions. The
test conditions that were examined included hover
tip Mach numbers of 0.6 and 0.7, advance ratio of
0.2, positive and negative vortex rotation, and the
vortex passing above and below the rotor blade by
0.25 rotor chords.

The second figure illustrates one example of
computational and experimental data plotted

together. The results show that the CFD qualitatively
predict the acoustic characteristics very well, but
quantitatively overpredict the peak-to-peak sound
pressure level by 15% in most cases. Additional
calculations were performed to examine the effects
of vortex strength, thickness, time accuracy, and
directionality. This study validates the TURNS code
for qualitative prediction of near-field acoustic
pressures of controlled parallel blade-vortex interac-
tions when interaction parameters are known.

Point of Contact: M. McCluer
(415) 604-0010

Fig. 2. Comparison of computational and experimental results.
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The aerodynamic “fountain effect” and wing
“download” of the V-22 Osprey tiltrotor aircraft in
hover have been simulated numerically. A detailed
knowledge of these phenomena is important to the
efficiency and noise control of tiltrotor aircraft.
Vortical wakes of tiltrotors interact with the wings to
form a recirculating flow condition over the fuselage/
wing junction, known as the tiltrotor “fountain.” The
rotor downwash over the wings results in massive
regions of separated, turbulent flow on and beneath
the wing, and the resultant download reduces the
lifting capacity of the aircraft. Blade interactions with
tip-vortices and the fountain are primary sources
of noise.

This investigation, a pioneering, unsteady,
Navier-Stokes simulation of a 0.658-scale, V-22
Osprey rotor and flapped-wing configuration, had the
dual purpose of validating the computational fluid
dynamics code and studying the fluid physics of
tiltrotor download and fountain effects. The first
figure shows the layout of the components and
surface grids used in this simulation. The flow

visualizations in the second figure (see Color Plate 2
in the Appendix) mimic the hydrogen-bubble, flow-
visualization technique of physical experiments; they
show the development of the fountain flow field.
The simulated conditions were derived from an
experimental configuration tested in the Ames 40-
by 80-Foot Wind Tunnel. The simulation includes
accurate modeling of all geometric components of
the test rig, including the rotating blades, wing, flaps,
and support structure. The computed pressure
distributions agree well with the experimentally
measured values. The difference between computed
and measured wing download is less than 1% of the
rotor thrust.

The present simulation confirms previous heuris-
tic descriptions of the aerodynamics of a tiltrotor in
hover, except that the actual case appears to be more
three-dimensional and unsteady than is usually
assumed. Three-dimensional effects are especially
important near the wing/fuselage junction and under
the wings. The simulation has produced a very large

Numerical Simulation of Tiltrotor Aerodynamics in Hover
Robert L. Meakin, William J. McCroskey

Fig. 1. Selected surface grid components used in the unsteady simulation
of a V-22 Osprey rotor and wing configuration.
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data set for a complex, unsteady problem. The
complete geometry and solution files have been
saved every 5 degrees of rotor rotation for 17 revolu-
tions. The database is now available for further study
of the V-22 Osprey in hover conditions, for coupling
with acoustics models to study tiltrotor acoustics in

hover, and for testing post-process analysis software,
such as graphical tools for flow visualization of
unsteady problems.

Point of Contact: R. Meakin
(415) 604-3969

Wing Download Analysis
Paul Stremel

Wing download is a significant and limiting
factor in the development of efficient tiltrotor aircraft,
especially in hover where download limits payload.
In recent years, numerous experimental and numeri-
cal investigations have been conducted to understand
the aerodynamics associated with download and to
identify ways to reduce it. These investigations
included the experimental evaluations of “devices”
for download reduction in the wind tunnel and in
flight and the numerical prediction of download in
two-dimensions to the full-vehicle simulation of the
V-22 aircraft. While the experimental results will
provide the overall variations in download, the
aerodynamic mechanisms that increase, decrease,
or contribute to download cannot be separated from
the results.

While numerical analysis in two-dimensions is
limited in that the three-dimensional flow field is
not modeled, previous two-dimensional analysis
on airfoil drag reduction with the use of fences has
provided valuable insight into the flow mechanisms
that contribute to download. However, three-
dimensional flow must be modeled to analyze the
flow about a wing under the influence of download.
The full-vehicle simulations have provided an
excellent representation of the flow-field aero-
dynamics, but are computationally prohibitive to
address parametric studies to identify mechanisms for
download reduction. A simplified model is needed to
address wing download and to identify mechanisms
for download reduction.

The simplified model for download consists of an
isolated wing coupled with an actuator disk to model
the rotor. The flow field surrounding the wing and
actuator disk is computed by a numerical method

Fig. 1. Flow-field velocity vectors. (a) Spanwise view,
(b) downstream view.

Downstream view

Spanwise view
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that combines the OVERFLOW computational fluid
dynamics code and the PEGSUS domain connectivity
program. In the present computations, an isolated
wing of aspect ratio equal to 4 with a NACA 0012
section is considered. The wing is normal to the free-
stream flow, and the actuator disk is not modeled.
In the figure, the flow-field velocity vectors for the
computed flow are shown for a spanwise view,

looking from the wing root toward the wing tip, and
a view looking downstream. Near the wing tip, a pair
of separated vortices are shown in the spanwise view.
These vortices merge into the single separated vortex
shown in the downstream view.

Point of Contact: P. Stremel
(415) 604-4563

Flow Field Analysis of a Model Proprotor in Hover
Gloria K. Yamauchi, Wayne Johnson

The objective of this work was to assess the
ability of a state-of-the-art, thin-layer, Navier–Stokes
analysis to predict general flow features of a highly
twisted proprotor in hover. The Transonic Unsteady
Rotor Navier–Stokes (TURNS) analysis developed
by Dr. Srinivasan (Sterling Software) was used as a
starting point for the study. Modifications to the blade
root and far-field boundary conditions in the analysis
were implemented. Data from two experiments using
a model proprotor and a tip Mach number (Mtip) of
0.33 were used to validate the modified analysis.

The collective pitch in the analysis was adjusted
to match the measured thrust. Calculations were then
compared with measured hover performance, surface
pressures, and wake geometry. Differences in calcu-
lated and measured figure of merit (FM) ranged from
less than 1% at low thrust to 7% at high thrust
coefficients (CT) (see first figure). This level of differ-
ence is comparable to results from previous helicop-
ter rotor performance validation studies. For both
low- and high-thrust levels, differences between
calculated and measured section normal force
coefficient and surface pressures decreased with
increasing radial station, with good agreement at

Fig. 1. Figures of merit (FM) at various thrust coeffi-
cients for comparison of proprotor performance for
Mtip = 0.33 (data—solid symbols; analysis—open
symbols).
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Fig. 2. Pressure coefficients (Cp) at 0.75R for
CT = 0.02 and Mtip = 0.33 (data—solid symbols;
analysis—curve).

the most outboard measured station, namely, at the
three-fourth blade radius (R) location (see second
figure). The study also showed fair correlation with
measured wake geometry, although calculated tip
vortex descent rate and contraction rate were initially
less than the measured rates. Based on these results,
the analysis was determined to be sufficient for
investigating highly-twisted rotors.

Point of Contact: G. Yamauchi
(415) 604-6719

Tiltrotor Aeroacoustic Model Isolated Rotor Checkout
Larry Young, Jeff Johnson

Assembly and checkout of the isolated rotor
portion of the Tiltrotor Aeroacoustics Model (TRAM)
was conducted in the Ames Research Center 80- by
120-Foot Wind Tunnel during the summer of 1995.
TRAM is a small-scale, tiltrotor, test stand and is
being developed under the Short Haul (Civil Tiltrotor)
program to study the acoustics of tiltrotor aircraft. The
isolated rotor model features a pressure-instrumented,
1/4 scale, V-22 proprotor, a rotating amplifier system,

a five-component rotor balance, and a series of drive
train components that are interchangeable with the
full-span model. The figure shows the TRAM in
helicopter mode installed in the 80- by 120-foot
wind tunnel.

Assembly of the model included installation of
the rotor balance, static mast, rotor control system,
and model utility systems. All model instrumentation

A D V A N C E D  V E H I C L E S  / R o t o r c r a f t



26

was installed and checked out during this entry.
Gearbox lubrication and cooling systems were
functionally checked and performed well. The drive
train was run up to partial power and speeds and
operated over the range of nacelle tilt angles. The
pressure instrumented rotor was installed and
checked out, and limited hover data was acquired.

Fig. 1. TRAM isolated rotor in the Ames 80- by 120-Foot Wind Tunnel.

TRAM is continuing checkout activities that
include new drive motors, upgraded model utilities,
and a new rotor control console.

Point of Contact: L. Young
(415) 604-4022
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The goal of this research is to develop a compos-
ite tailoring procedure for investigating aeroelastic
stability of proprotors. A multilevel, multidisciplinary,
design-optimization procedure is being developed.
The design trade-offs associated with improvement in
aeroelastic stability and aerodynamic performance
are to be validated using rotorcraft codes that com-
prehensively include aerodynamic and aeroelastic
effects.

Currently, the optimization procedure includes
aerodynamic performance and structural design for
both high-speed cruise and hover flight conditions.
The aerodynamic objective functions to be maxi-
mized include the hover figure of merit (FM) and
the high-speed cruise propulsive efficiency (η). The
structural objective function to be minimized is taken
as the wing weight (Wwing).

Details of the conditions under which optimiza-
tion has been performed are as follows. Using the

High-Speed Proprotor Design with Optimum Performance
and Weight
Sesi Kottapalli, Thomas R. McCarthy, Aditi Chattopadhyay, Sen Zhang

XV-15 gimballed, three-bladed rotor as a reference
rotor, optimization was performed for an airspeed of
300 knots and a rotor speed of 421 revolutions per
minute (rpm); a lift/drag ratio of 5.3 was assumed for
the aircraft. The hover rpm was 570. The vehicle
weight was taken as 13,000 pounds. The aircraft was
assumed to be operating at sea level during hover
and at an altitude of 25,000 feet during cruise.

The figure shows the present, predicted improve-
ments in aerodynamic performance and weight
obtained using the multidisciplinary optimization
procedure. Note that the blade weight (Wblade) is
included only as a constraint in the optimization
procedure, and the total weight, Wtotal, is defined
as (Wwing + 3 Wblade).

Point of Contact: S. Kottapalli
(415) 604-3092

Fig. 1. Optimum aerodynamic and structural results.
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Engineers and pilots from Ames Research Center
played a key role in the first propulsion-controlled
landing of a jet transport aircraft. The flight milestone
occurred on August 29, 1995, with the successful
flight-test landing of a McDonnell Douglas MD-11
at Dryden Flight Research Center, using only the
aircraft’s engine to control the landing. The success-
ful flight was part of a NASA project to develop a
computer-assisted engine control system that enables
a pilot to land a plane safely when its normal control
surfaces are disabled.

Following several incidents of hydraulic failures
that resulted in loss of part or all of the aircraft‘s flight
controls (most notably the 1989 crash of a DC-10 at
Sioux City, Iowa), Dryden and Ames initiated devel-
opment of a propulsion-controlled aircraft (PCA)
system in which engine thrust provides the control
needed to land an aircraft safely.

The PCA system uses standard autopilot controls
already present in the cockpit, along with new
programming in the aircraft’s flight control comput-
ers. The PCA concept is simple—for pitch control,
the program increases thrust to climb and reduces
thrust to descend. To turn right, the PCA system
increases the left engine thrust while decreasing the
right engine thrust, and conversely to turn left. Since
flight control in this mode is not normally a pilot task,
extensive practice and intense concentration are
required to perform this task manually with the
engine throttles. Using computer-controlled thrust
greatly improves flight precision and reduces pilot
workload, making safe landings possible.

In piloted simulations in April-May 1995, Ames
and Dryden pilots flew a large matrix of options,
including several different PCA control modes in
many different failure conditions and vehicle configu-
rations. Transport pilots from several airlines, includ-
ing the Airline Pilots Association Safety Committee,
Air Transport Association, Boeing, McDonnell
Douglas, and NASA-Federal Aviation Administration
program managers also participated in the flight
simulations.

In all, 30 pilots completed 500 landings using
the Advanced Concepts Flight Simulator in the Crew
Vehicle Systems Research Facility at Ames. Their
work resulted in important pilot interface recommen-
dations and validation of PCA system concepts for
the successful MD-11 flight tests.

Extremely good acceptance by air transport pilots
was demonstrated in the simulation tests using the
PCA system. In addition to validating the control
concepts in an expanded operational environment,
the piloted simulation experiment highlighted and
resolved several issues with regard to operational
modes and displays.

This research will contribute to the design and
development of an independent, emergency-backup
flight control system for advanced multiengine jet
transports using only thrust modulation for flightpath
control.

Point of Contact: R. Mah
(415) 604-6044

Propulsion-Controlled Aircraft
John Bull, Robert Mah
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The efficient movement of airport traffic under
all weather conditions is critical to improving the
overall efficiency of the National Airspace System.
As weather conditions deteriorate and visibility is
reduced, advanced cockpit aids are needed to
support geographical orientation and navigation.
In support of ground-taxi navigation research, this
project (1) developed a prototype Advanced Naviga-
tion Display System (ANDS), as shown in the first
figure (see Color Plate 3 in the Appendix); (2) devel-
oped a highly accurate database of the Chicago
O’Hare airport; (3) developed two map configura-
tions and the simulator visual scenes; and (4) per-
formed a Crew Vehicle Systems Research Facility
B-747 simulation to evaluate three map configura-
tions (paper map, basic electronic map, and ANDS
during simulated landing and surface operations at
Chicago O’Hare under three visibility conditions:
Visual Flight Rules, 600 Runway Visual Range (RVR),
and 300 RVR).

Comparisons of taxi performance, workload, and
user feedback showed that taxi time, during 300 feet
visibility for the ANDS group, was reduced by 17%
over the paper map group. Crews in the ANDS group
made significantly fewer navigation errors and were
able to recover from errors faster than crews in the
paper and basic map groups. Crew head-down time
was increased with both electronic maps; however,
head-down duration was reduced with ANDS.

Additionally, crew workload was lower with either
electronic map, but crews in the ANDS group
experienced higher workload than crews in the
basic map group. The questionnaire data showed
that B-747 flightcrews had very little simulation or
real world experience conducting ground taxi
operations in low-visibility conditions. Captains
averaged 14 hours and First Officers averaged
12 hours, which may account for some of the
maneuvering errors. Crews responded very favorably
to the ANDS display design. On a 0 to 10 scale with
10 = positive response, rating of how ANDS pre-
sented the basic airport were 9.4 for Captains and
9.7 for First Officers. Captains ratings of the ANDS
display utility during low-visibility navigation was
9.4, while First Officers rated 9.8. The second figure
presents additional crew comments.

In conclusion, crews in the ANDS group per-
formed ground-taxi navigation significantly better
than crews in the paper or basic map groups. Crew
workload was reduced with either electronic map
compared to the map information currently being
used by flightcrews (paper maps). Finally, crews
responded favorably to the ANDS display design and
were able to use the system to support the ground-
taxi navigation task.

Point of Contact: V. Battiste
(415) 604-3666

Advanced Navigation Display System: Initial B-747
Simulation Evaluation
Vernol Battiste

Fig. 2. Crew post-simulation comments.

Crew Post Simulation design comments:
• “Could you rotate the text so it is always right side up?”
• “Stop bars should be included on the display.”
• “The display was inherently clear and useful. Location . . . was rarely

in doubt.”
• “I think it’s just wonderful the way it is. Great Job, great invention

that major airlines need, to facilitate/save time and money for them,
not to mention safety.”

• “I like it. When can I have it in my airplane? Thanks.”
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The wake-vortex program was undertaken
because the current capacity of airports is limited by
the hazard posed by vortices that are shed by the
wings of subsonic transport aircraft, as shown in the
first figure. Although the vortex wake of a lead
aircraft induces lifting, yawing, and pitching motions
on a following aircraft, the most hazardous feature of
the wake occurs as an overpowering rolling moment
near the center of a vortex. For this reason, research
into the characteristics of vortex wakes produced by
lift generation has concentrated on the structure of
the wakes and, in particular, on the rolling moments
induced by the wakes that are encountered by
following aircraft. Information obtained during the
program supports various endeavors within NASA
and the Federal Aviation Administration to safely
increase the rate at which aircraft can land and
takeoff from a given runway.

Because it is now the largest NASA wind-tunnel
facility, and, consequently, has the greatest down-
stream test distance, the Ames 80- by 120-Foot Wind
Tunnel was chosen for the experimental part of the
investigation of wake vortices. In the two tests
conducted in this facility to date, a 0.03 scale model
of the Boeing 747 and of the McDonnell Douglas
DC-10 have been used as the wake-generating
models. In order to assess the characteristics of

Hazard Posed by Lift-Generated Wakes
Vernon J. Rossow

Fig. 1. Possible encounters with a lift-generated wake
by a following aircraft.
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Fig. 2. Rolling moment induced on Lear Jet size
following wing by wakes of the standard landing
configurations of two wake-generating models as a
function of angle of attack.
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vortex wakes, following wings that range in size from
0.186 to 1.21 times the span of the wake-generating
model were tested. Also, a two-component, hot-film
anemometer probe is used to determine the up- and
down-wash distributions in the wake at both the
81- and 162-foot downstream measuring stations
(that is, simulations of full-scale distances of one-half
and one mile). As an example of the data, measure-
ments taken on the characteristics of the vortex
wakes that trail from the models of the B-747 and
the DC-10 are presented in the second figure as a

function of angle of attack. To improve the basis of
comparison, the data are presented as the ratio of the
wake-induced rolling moment on a following wing to
the lift on the wake-generating models. It should be
noted that the hazard characteristics of the two
aircraft models are comparable. The current program
continues to provide data and guidance for studies of
the interaction of aircraft with vortex wakes.

Point of Contact: V. Rossow
(415) 604-4570

The Final Approach Spacing Tool
Tom Davis

Under development at Ames Research Center,
the Center/TRACON Automation System is an air-
traffic control automation system. The system is
designed to support increasing demands for greater
capacity and efficiency in the National Airspace
System. The terminal area component of the system,
the Final Approach Spacing Tool (FAST), is designed
to assist terminal air-traffic controllers to efficiently
manage and control arrival air traffic for the last
40 miles of flight down to the runway. The FAST
system issues a series of sequencing, runway, head-
ing, and speed advisories to the controllers to achieve
an efficient flow of traffic that increases airport
capacity, reduces delay, and reduces controller
workload.

The objective of the research and development
effort is to test the FAST system operationally in a
series of phased functionality enhancements at the
Dallas/Fort Worth TRACON. The operational field
testing of the FAST system will allow researchers to
further develop and assess the system with the end-
users (the air-traffic controllers). The assessments
include a series of observations with the FAST system
operating in a shadow mode on live traffic data, real-
time simulation evaluations of the FAST system at
Ames and the Federal Aviation Administration (FAA)

Technical Center, and a limited operational assess-
ment of the FAST system functionalities at Dallas/
Fort Worth.

The development and field testing of the FAST
system achieved a series of milestones during FY95.
The “Passive” FAST functionality, which includes the
sequence and runway advisories, has undergone
extensive real-time simulations and shadow opera-
tions that resulted in the approval of the system for
operational use in late 1995. The real-time simula-
tions of the Dallas/Fort Worth airspace were con-
ducted at the FAA Technical Center in cooperation
with the FAA Air Traffic Requirements Division.
These simulations established that the Passive FAST
system met all interface, functionality, and perfor-
mance requirements set by the FAA. The shadow
tests validated the system’s interfaces with FAA
computers and performance with live air-traffic data.
The shadow tests also allowed the observation of the
system in an operational setting by a wider range of
traffic management and controller personnel at the
Dallas/Fort Worth TRACON.

Point of Contact: T. Davis
(415) 604-5438
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The Center/TRACON Automation System (CTAS)
is designed to increase airspace capacity and flight
efficiency in the extended terminal area by providing
controllers with traffic management and clearance

Descent Advisor Field Evaluation
Steven Green, Everett Palmer, Robert Vivona
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Fig. 1. Trajectory prediction accuracy for an
FMS-equipped Boeing 757.

advisories. The development and field evaluation of
the Descent Advisor (DA) tool achieved a significant
milestone with the completion of the Initial Descent
Evaluation at the Denver Air Route Traffic Control
Center in September 1995. The DA computes fuel-
conservative descent trajectories and provides the
Center controller with clearance advisories for
efficient arrival sequencing and traffic separation.

The field-test objectives included analysis of
DA trajectory prediction accuracy, human factors
assessment of a prototype DA clearance procedure
and phraseology, evaluation of a prototype DA
auxiliary display and interface, and shadow evalua-
tion of DA tools for conflict and spacing advisories.

A total of 185 commercial flights participated in
the test under a wide variety of weather, traffic, and
delay conditions. The flights comprised nine aircraft
types, operated by three air carriers, including
turboprops and jets (conventional and flight manage-
ment system (FMS)-equipped). Preliminary results
were good with an arrival time prediction accuracy
within 20 seconds for a 15–20 minute trajectory
prediction and a single descent advisory in cruise.
An example flight is illustrated in the first figure.

Prototype DA procedures and phraseology were
developed in collaboration with the Federal Aviation
Administration (FAA) and the airlines, and were
published in a Jepessen chart. Based on standard
phraseology, these procedures enabled pilots to take
maximum advantage of their FMS capability while
meeting air-traffic control constraints in a predictable
manner. A “holistic” approach was taken to simulta-
neously evaluate the procedures from both the pilot
and controller perspectives via subject interviews
and observers at the sector and in the cockpit.
Preliminary results are positive with nearly every pilot
effectively executing the procedure with no prior
formal training.

The DA auxiliary display (shown in part (a) of
the second figure) effectively supported the test and
demonstrated the feasibility of utilizing commercial-
off-the-shelf hardware to provide controllers with
CTAS advisories with minimum integration with FAA
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Fig. 2(a). DA auxiliary display and interface located directly behind the sectors participating in the evaluation.

Fig. 2(b). CTAS station, located in the Denver Center Traffic Management Unit, includes both the CTAS TMA
(four Sun workstations) and the ACARS terminal (workstation on upper right).

A D V A N C E D  V E H I C L E S  / S u b s o n i c  F i x e d - W i n g  A i r c r a f t



34

systems. The CTAS Traffic Management Advisor
(TMA) was operated during the test (shown in part (b)
of the second figure) to provide the DA with sched-
uled arrival times for each flight. The conflict and
spacing tools were not only effective in shadow
evaluations, but were also found to be indispensable
in setting up particular traffic scenarios for flights
participating in the test.

In collaboration with United Airlines, an Airline
Communications Addressing and Reporting System
(ACARS) air/ground datalink terminal was installed
at the Denver Center CTAS station and used to

exchange data between United flights and CTAS.
Participating flights downlinked aircraft and atmo-
spheric state in cruise for validating CTAS data, flight
status for scheduling and delay preference, and
aircraft weight for tuning CTAS predictions. For some
FMS-equipped aircraft, CTAS wind profiles were
uplinked to the aircraft to improve FMS accuracy
and compatibility.

Point of Contact: S. Green
(415) 604-5431

Scene-Linked Symbology for Low-Visibility Taxi
David Foyle, Robert S. McCann

As part of NASA’s Terminal Area Productivity
(TAP) program, this project is focused on developing
candidate cockpit display technology for the
improvement of civil transport (airline) taxi perfor-
mance for navigation and traffic avoidance under
low-visibility conditions (fog or rain in which visibil-
ity is limited to about 300 feet). Specifically, this
display technology involves displaying symbology
on a head-up display (HUD). A HUD is a clear,
glass display mounted in the aircraft that enables the
pilot to see through the display to view the out-the-
window taxiway and to see information that is
reflected on the display itself. This allows for viewing
of display information while still maintaining out-the-
window viewing.

For this project, candidate HUD symbology that
contains aircraft instrumentation information and
current location displayed on a virtual “billboard,”
as well as pictorial augmentations to the scene, has
been developed as shown in the figure. The symbol-
ogy is projected virtually in a three-dimensional
fashion so that the symbology objects move and
change size as if they actually existed in the out-
the-window scene. This is termed “scene-linked

symbology.” The figure shows a virtual billboard
that includes aircraft status information and ground
location. The top line contains the aircraft’s current
ground speed (20 knots, “20 GS”). This is a dynamic
readout and it changes, as appropriate. Similarly, the
ground control radio frequency that is currently set is
shown (“GND CTL 118.50”). The other two lines on
the virtual billboard represent the aircraft’s current
airport location. The “Current, Last/Next” format
represents current runway or taxiway segment (“Inner
Taxiway”), the last intersection passed (“Alpha”), and
the next intersection upcoming (“Bravo”).

The pictorial scene augmentations include visual
enhancements that aid the pilot in following the
taxiway clearance and completing turns. Vertical
cones on the side of the commanded taxiway path
depict the cleared route on the HUD in super-
imposed symbology (as in “Pink 5” at Chicago
O’Hare airport). These are conformal and represent a
virtual representation of the cleared taxi route on the
HUD. The side cones and the centerline markings are
shown repeated every 50 feet down the taxiway. The
vertical development and constant spacing should
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yield increased capability for estimating ground
speed, drift, and look-ahead capability for turns. Turn
“countdown” warnings are shown in which each turn
has countdown (4, 3, and 2) centerline lights that
appear (300, 200, and 100 feet, respectively) before
each turn and give added distance cues for the turn.
Virtual turn signs (with the arrows) give another cue
that there is a necessary turn. In addition, the angle of
the arrow on the sign represents the true angle of the

turn (that is, 30 degrees right for a 30-degree right
turn). All of the HUD symbology is scene-linked
(virtually projected as if they were real objects in the
world), allowing the pilot to process the symbology
in parallel with other traffic, including possible
incursions.

Point of Contact: D. Foyle
(415) 604-3053

Fig. 1. Scene-linked symbology (in white) superimposed on runway scene.
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To achieve NASA and industry goals of reduced
airframe noise on commercial aircraft, an under-
standing of the character and interrelationships of
airframe component noise sources must be devel-
oped. Tests like the Ames/McDonnell Douglas 4.7%
DC-10 model Airframe Noise Test conducted in the
Ames 40- by 80-Foot Wind Tunnel are important to
the accomplishment of these objectives. For the first
time, the use of the Ames phased-array microphone
antenna as an interactive research tool was fully
realized. The objectives of the airframe noise tests
were to identify and characterize component noise
sources and to measure the effectiveness of noise-
reduction treatments such as flap-tip fences. Without
the background noise reduction and the noise-source
location technology of the Microphone Array Phased
Processing System antenna, these objectives would
not have been possible.

To contrast the ability of conventional micro-
phone measurements with those of a phased-array
antenna, the first figure shows the power spectrum of
a typical single microphone located 10 feet from the
DC-10 model with the response of the microphone
array at the same position. The top two curves are
the sound-pressure level measured by a single
microphone within the array. The lower two curves
are the maximum sound-pressure response for each
frequency measured in the plane scanned by the
antenna. The antenna curves are lower in amplitude
than the single microphone curves because the
noise from the wind-tunnel environment has been
removed. Notice that by removing the background
noise, interesting spectral features are revealed.

During the DC-10 test, the importance of the
flap-side edge noise relative to other airframe compo-
nents was measured for various configurations. For
many configurations and over broad frequency
ranges, the flap-side edge noise was the dominant

source by up to 10 decibels. The second figure (Color
Plate 4 in the Appendix) shows the array map of the
model with the relative noise-source strength shown
with colored contours. The noise map represents
the noise-source locations for a single frequency
(10 kilohertz) for the configuration described in the
first figure (no treatment). The dominant noise
sources are the flap-side edges.

Point of Contact: J. Hayes/M. Watts
(415) 604-0807/6574

DC-10 Airframe Noise Source Location with
Ames’ Phased-Array Microphone Antenna
Julie Hayes, M. Watts

Fig. 1. Single microphone measurement versus
antenna measurement. Measurements with and
without noise-reduction treatment.
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The current generation of commercial transport
aircraft is substantially quieter than previous designs,
largely due to the introduction of low-noise, high-
bypass ratio turbofan engines. Increasingly stringent
noise regulations will require further noise reduc-
tions, including the alleviation of airframe noise
that is significant during approach and landing. For
typical aircraft, the dominant airframe-noise sources
are the flap tips, the leading-edge slats, and the
landing gear.

As part of the Advanced Subsonic Technology
Program, NASA is studying both the aerodynamics
and noise associated with high-lift systems. A test was
performed in the 7- by 10-Foot Wind Tunnel at Ames
Research Center to study a high-lift system with a
simplified wing geometry. The first figure shows the
model installed in the test section. This installation is
similar to a two-dimensional test arrangement with
the wing main element spanning the wind tunnel.

However, the 30%-chord Fowler flap (and its associ-
ated cove region on the main element) only extends
across half of the span to simulate the spanwise
limitations of a typical high-lift system.

The test was a cooperative effort involving
researchers from Ames, Boeing Commercial Airplane
Group, and Stanford University. Ames researchers
were responsible for the aerodynamic measurements
that included steady and unsteady surface pressures,
wake surveys, and flow visualization; Boeing
researchers provided phased-array acoustic mea-
surements for noise-source location; and Stanford
researchers performed Navier-Stokes computations.

The acoustic measurements identified the flap-tip
region as the dominant noise source for this simpli-
fied high-lift system. The associated aerodynamic
measurements suggest that the noise is related to the
formation of multiple vortices near the flap tip. The
experimental results also confirmed the association of
surface-pressure fluctuations with radiated noise as
predicted by aeroacoustic theory. Several potential
noise-reduction concepts were also evaluated during

Aerodynamics and Noise Associated with Flap Tips
Bruce Storms, James C. Ross, Clif Horne, Julie Hayes

Fig. 1. Simple wing with part-span flap installed in
the Ames 7- by 10-Foot Wind Tunnel.

Fig. 2. Comparison of noise spectra with and without
a lower tip fence.
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the test. The greatest noise reduction was obtained
using fences on the flap tip. The lower fence, in
particular, provided significant noise reduction
relative to the untreated flap as shown in the second
figure. The noise-reduction levels measured in the

wind tunnel were later confirmed in a flight test of a
general-aviation aircraft.

Point of Contact: B. Storms
(415) 604-1356

Flight Demonstration of Airframe-Noise Reduction Using
Flap-Tip Fences
James C. Ross, Bruce Storms, Hiro Kumagai

Aerodynamic noise generated by the flow around
the tips of trailing-edge flaps and leading-edge slats
has been identified as a large component of the
airframe noise produced by transport aircraft during
approach and landing. As the engines for these
airplanes become quieter, the need to reduce this lift-
generated airframe noise will increase. The goal of
the Advanced Subsonic Technology Noise Reduction
Program is to reduce airframe noise by 4 decibels by
1997. A flight test was performed to demonstrate
noise reduction using flap-tip fences on an airplane.

As a precursor to the flight test, wind-tunnel tests
were carried out in the Ames 7- by 10-Foot Wind
Tunnel to measure the noise reduction that could be
achieved using a lower-surface fence at the tip of a
Fowler flap. This fence extended below the flap
lower surface by a distance approximately equal to
the flap maximum thickness and resulted in signifi-
cant noise reduction on a simple wing model. The flight test was conducted using a Lancair IV

airplane which is shown in the first figure. This is a
high-performance, four-seat kit plane that was chosen
for its low drag and retractable landing gear. These
features minimize extraneous noise and assure that
the dominant airframe-noise sources are the flap tips.
A total of 85 flyovers were performed at a nominal
altitude of 64 feet above ground level during a three
day period. The results of the flight test were nearly
identical with those from the wind tunnel showing
significant noise reduction for frequencies between
3 and 10 kilohertz as shown in the second figure.

Point of Contact: J. Ross
(415) 604-6722

Fig. 1. Lancair IV in flight and details of the lower
flap-tip fence.
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Fig. 2. Noise reduction versus frequency due to
flap-tip fence on Lancair IV.
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The high-lift capability of an aircraft is an
important parameter that affects takeoff and landing
performance and low-speed maneuverability. The
current trend in high-lift system design for transport
aircraft is to return to simpler single-element, trailing-
edge, flap systems and improve the performance of
these systems to meet design requirements. Lift-
enhancing tabs, shown in the first figure, are one of
the more promising means of improving high-lift
performance.

An experimental and computational investigation
of the effect of lift-enhancing tabs on a two-element
airfoil has been conducted. The objective of the study
is to develop an understanding of the flow physics
associated with lift-enhancing tabs on a multi-
element airfoil. A NACA 632-215 ModB airfoil with a
30% chord Fowler flap was tested in the Ames 7- by
10-Foot Wind Tunnel. Lift-enhancing tabs of various
heights were tested on both the main element and
the flap for a variety of flap riggings. Computations
of the flow over the two-element airfoil were per-
formed using the two-dimensional, incompressible,
Navier-Stokes code INS2D-UP. The computed results
predicted all of the trends observed in the experimen-
tal data quite well.

When flow over the flap upper surface is at-
tached, tabs mounted at the main element trailing
edge (cove tabs) produce very little change in net
airfoil lift. The lift of the main element is increased by
the cove tab, but the increase is offset by a reduction
in lift of the flap. At high flap deflections, however,
the flow over the flap is separated, and cove tabs
produce large increases in lift and corresponding
reductions in drag by eliminating the separated flow.
Cove tabs can achieve higher flap deflection angles

and reduce the sensitivity of the airfoil lift to the size
of the flap gap. Tabs attached to the flap trailing edge
(flap tabs) effectively increase lift without significantly
increasing drag. A combination of a cove tab and a
flap tab increased the airfoil lift coefficient by 11%
relative to the highest lift coefficient achieved by
any baseline configuration at an angle of attack of
0 degrees, as shown in the second figure. Note that
all configurations had a flap deflection angle of
39 degrees, but flap gap was varied to produce the
highest lift coefficient for each configuration.

A simple, analytic model based on potential flow
was developed to provide a more detailed under-
standing of how lift-enhancing tabs work. The tabs
were modeled by a point vortex at the trailing edge.
Sensitivity relationships were derived that provide a
mathematical basis for explaining the effects of lift-
enhancing tabs on a multielement airfoil. Results of
the modeling effort indicate that the dominant effects
of the tabs on the pressure distribution of each
element of the airfoil can be captured with a poten-
tial flow model for cases with no flow separation.

Point of Contact: D. Ashby
(415) 604-5047

Investigation of Lift-Enhancing Tabs on a Multielement Airfoil
Dale Ashby

Fig. 1. Lift-enhancing tabs.

Fig. 2. Effect of lift-enhancing tabs on the lift
coefficient of a two-element airfoil
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The objective of this program is to develop and
flight demonstrate a revolutionary aircraft control
concept that can efficiently identify aircraft stability
and control characteristics using neural networks.
The work is being performed under a four-year,
advanced concepts initiative involving two NASA
centers (Ames Research Center and Dryden Flight
Research Center), the McDonnell Douglas Aerospace
Corporation, Washington University, and Tennessee
Tech University. The program is developing adaptive,
real-time control techniques for the reconfiguration
of aircraft in response to off-nominal or unforeseen
flight conditions. The program is intended to com-
pensate for sudden major changes in stability and
control behaviors that might result from failures in
flight control actuation or damage to aircraft control
surfaces.

In FY95, this program demonstrated that, through
function learning and compression, neural networks
are capable of significantly reducing the amount of
tabular information an F-15 flight computer needs
to provide control of the aircraft over the entire
performance envelope. F-15 ACTIVE storage was
reduced from 5.3 megabytes to 10.3 kilobytes using
traditional methods. Code size requirements for
software were reduced from 71,982 lines of code
to 1823 lines, an approximate 39-to-1 increase in
efficiency. This reduction was important because it
permits the inclusion of new, advanced, adaptive
learning software within the existing storage limita-
tions of fielded aircraft designs.

Also during 1995, major improvements were
made in the virtual-reality neural network simulator

of the Ames Neuro Engineering Laboratory. This
simulator was designed to rapidly prototype and test
new neural network control concepts by linking both
software- and hardware-based neural controllers to
high-fidelity aircraft simulation models, and then
testing them in a piloted, virtual-reality environment
using the same protocols that will be run in the 1996
flight tests of the real aircraft at Dryden. Several
neural network designs were coded and demon-
strated in the simulator in 1995, including the
Leavenberg Marquardt network regenerating the
compressed aerodynamic coefficients discussed
previously.

New visualization software was implemented
to facilitate the analysis of the phase II controller
designs. This software allows controlled flight of a
scaled image of the test aircraft, including its actuator
dynamics. As test maneuvers are flown, the axis of
the aircraft and its performance parameters such as
exhaust pressure ratios are left in a graphic “contrail”
hanging in the air behind the aircraft’s flightpath.
Each cross bar appearing on this contrail represents a
one-second time slice. The slices are indexed in turn
to dynamic strip charts showing detailed performance
of the aircraft during the maneuver and under control
of the neural networks. Such direct visual presenta-
tion permits more rapid identification of off-nominal
control behavior points and dramatically increases
the speed of neural controller evaluation.

Point of Contact: C. Jorgensen
(415)604-6725

Intelligent Aircraft Control System
Charles Jorgensen, James Urness
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A Department of Defense program called Joint
Advanced Strike Technology (JAST) was established
in 1992, with joint participation between the
Advanced Research Projects Agency, the National
Aeronautics and Space Administration, U.S. Industry,
and the United Kingdom’s Ministry of Defense. This
program investigates the technical feasibility of
designing an affordable, lightweight, advanced-
strike fighter aircraft. This concept has three varia-
tions—a Short Takeoff and Vertical Landing (STOVL)

attack aircraft for the U.S. Marine Corps, a U.S. Air
Force Conventional Takeoff and Landing multirole
fighter aircraft, and an aircraft carrier–capable fighter/
attack aircraft for the U.S. Navy. The JAST program
provides a unique opportunity to develop a truly
common aircraft for expeditionary naval forces
and fixed-base land use. The objective of the JAST
program is to provide the technology that will make
the next generation multiservice fighter aircraft
affordable, flexible, and militarily viable.

Joint Strike Fighter Large-Scale Powered Model Thrust
Calibration and Hover Performance
C. Hange, T. Naumowicz, D. Wardwell, T. Arledge

Fig. 1. Lockheed Martin large-scale powered model at the Ames Outdoor
Aerodynamics Research Facility.
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Because the STOVL aircraft hovers, rather than
taking off and landing like a conventional aircraft,
it has a relatively complex propulsion system that
generates complex jet-flow fields. The effects of these
flow fields on the aircraft are critical to its perfor-
mance and flightworthiness. Current mathematical
predictions and small-scale testing cannot adequately
predict these interactions, but large- to full-scale
testing can. Since each STOVL concept will be using
new technologies (mainly propulsive) to generate the
vertical force required to hover, it is important to the
overall program, in terms of risk reduction, that these
new technologies be demonstrated. These technolo-
gies include the core propulsion system and associ-
ated nozzles, the propulsion control system, and
large-scale to small-scale data scaling.

As shown in the figure, the Lockheed Martin
large-scale powered model, utilizing a Pratt &

Whitney F100-229 engine, was tested at the Ames
Outdoor Aerodynamic Research Facility. Thrust
calibrations, jet plume pressure decay measurements,
and hover tests were completed. Thrust calibration
forces and digital engine control data were integrated
so that each throttle setting gave a calibrated value
for installed thrust. Hover testing included both a
canard configuration and a horizontal tail configura-
tion, and provided in and out-of-ground effect
aerodynamic forces and moments. Since the model
was powered by a real jet engine, critical large-scale
STOVL propulsive technology was demonstrated.
Preliminary comparisons show that previous small-
scale results agree within expected norms with these
large-scale results both in and out of ground effect.

Point of Contact: D. Wardwell
(415) 604-6566

Large-Scale Test of Lift and Control Enhancement for
Advanced Fighter Aircraft
Jeffrey Samuels, Larry Meyn

Advanced, multirole aircraft will have low
observables geometries and use control concepts
that are fundamentally different than those of older
aircraft. A joint National Aeronautics and Space
Administration/U.S. Air Force research program was
established to enhance the maneuver and control
capability of these next-generation aircraft. For this
program, a realistic, near-term technology, generic
fighter concept was developed by the Innovative
Concepts Branch at Wright-Patterson Air Force Base.

As part of this program, several small- and large-
scale wind-tunnel models were built and tested with
several mechanical and pneumatic lift augmentation
and control concepts. Two wind-tunnel tests of the
55%-scale Subsonic High-Alpha Research Concepts
(SHARC) model shown in the first figure were

conducted in the Ames 40- by 80-Foot Wind Tunnel.
The objectives of these tests were to use mechanical
and pneumatic devices to improve lift and control of
the aircraft.

The controls portion of the tests included blow-
ing slots on the forebody chine, forebody strakes,
LE-extension spoilers, and asymmetric wing jet
blowing (WJB) on the outboard wing panel. The size,
shape, and location of the forebody strakes and LEX
spoilers were based on previous small-scale results;
test parameters included strake deflection angles and
symmetric and asymmetric spoiler deployment. Test
parameters for slot and WJB were location, exit
direction, and mass flow.
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Lift-enhancement concepts were used with
numerous flap settings to improve maneuvering
performance (that is, increase lift-to-drag ratio (L/D))
by energizing the boundary layer to prevent or delay
flow separation. Concepts tested included co-rotating
vane vortex generators (VGs), Gurney Flaps, wing slot
blowing (WSB) at the leading-edge hinge line, and
WJB. Test parameters for VGs were location, size,
spacing, and orientation. WSB parameters were slot
location, length, and mass flow. WJB parameters
were mass flow (Cµ), nozzle height, and nozzle
angle.

Nearly all high priority test objectives were met
for WJB, asymmetric WJB, WSB, strakes, spoilers,
VGs, and Gurney Flaps. Preliminary results indicate
that forebody slot blowing was effective at generating
control moments and side force, and compared well
with 10%-scale model tests. Spoiler and strake data

generated additional control moments at high angle
of attack and confirmed results from 10%-scale
testing. Asymmetric WJB provided significant rolling
moments.

WJB and WSB show beneficial aerodynamic
effect and L/D for Cµ > 0.01 (~2.8 pounds mass per
second). However, VG configurations that improved
high-lift performance in the 10%-scale tests failed
to show similar improvements at large scale, and
VG performance was insensitive to VG location,
height, and spacing. Gurney Flaps increased lift
coefficient but also generally increased drag. The
second figure (see Color Plate 5 in the Appendix)
shows an example of flow visualization studies
conducted to characterize the flow field.

Point of Contact: J. Samuels
(415) 604-4235

Fig. 1. SHARC test concepts.
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Ames Research Center is participating in technol-
ogy development for short takeoff vertical landing
(STOVL) fighter aircraft as a member of the Joint
Advanced Strike Technology program team. NASA’s
role in the program is to develop design guidelines
for integrated flight/propulsion controls, support
technology development for a demonstrator aircraft,
and provide consultation on integrated control
design to industry participants. The choice of control
response types and pilot/vehicle interface strongly
influences the operational capability for STOVL
aircraft. Design criteria have not been developed for
response characteristics for integrated control systems
that offer the potential for significantly reducing pilot
workload for STOVL operations. As part of NASA’s
effort, a simulation model of a lift fan configuration
that represents a prospective STOVL concept was
developed. This simulation has recently been used
to evaluate design variations in integrated control
systems, specifically translational-rate command
system bandwidth and phase delay, to determine
their influences on flying qualities for precision
hover and for landing aboard an LPH amphibious
assault ship.

Data indicate that the boundary for satisfactory/
adequate flying qualities call for system bandwidths
for translational-rate command of at least 0.3 radian
per second for precision longitudinal control,
0.37 radian per second for lateral control, and
0.93 radian per second for height control. Recent
flight data from the V/STOL Systems Research
Aircraft at Ames support the longitudinal and lateral
boundaries but indicate that a lower bandwidth of
0.6 radian per second could be accepted for the
vertical axis. In addition, satisfactory/adequate
boundaries are also indicated for bandwidths
exceeding 1 radian per second for longitudinal and
0.7 radian per second for lateral control. Results of
the simulation also show that satisfactory/adequate
boundaries on phase delay fall at 0.6 second for
longitudinal control, 0.7 second for lateral control,
and 0.3 second for vertical control. In the figure,
example results are shown for bandwidth and phase
delay for the longitudinal translational-rate system.

Point of Contact: J. Franklin
(415) 604-6004

Fig. 1. Design criteria for translational-rate command systems for ASTOVL aircraft.
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Integrated Control Design Guidelines for STOVL Aircraft
James A. Franklin, William W. Y. Chung
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Flight experiments were performed on Ames
Research Center’s vertical/short takeoff and landing
(V/STOL) Systems Research Aircraft (shown in the
figure) to obtain an assessment of the influence of
advanced control modes and head-up displays on
flying qualities for precision approach and landing
operations. The principal contribution of results from
these flight experiments is to the Advanced Research
Project Agency’s Advanced Short Takeoff and
Landing aircraft technology program and to the
U.S. industry participants in the Joint Advanced
Strike Technology program. Results will also have
broader applicability to other military and commer-
cial V/STOL programs, particularly to the tiltrotor
transport.

Evaluations were conducted for decelerating
approaches to hover followed by a vertical landing
and for slow landings for four control/display mode
combinations. The control modes included (1) rate
damping stability augmentation; (2) attitude com-
mand for pitch, roll, and yaw; (3) flightpath/accelera-
tion command and translational-rate command; and
(4) height damper with translational-rate command.
Head-up displays that could be used in conjunction
with these control modes provided flightpath track-
ing/pursuit guidance for the decelerating approach
and a mixed horizontal and vertical presentation for
precision hover and landing. Test pilot and engineer
teams from the Naval Air Warfare Center, Boeing,
Lockheed Martin, McDonnell Douglas, Northrop
Grumman, Rolls-Royce, and the British Defence
Research Agency participated in the program along
with NASA research pilots from Ames and Lewis
Research Centers.

Results of the pilots’ evaluations indicated that
satisfactory flying qualities could be achieved for
the decelerating transition to hover with flightpath/
longitudinal acceleration command systems and
for precision hover and vertical landing with
translational-rate command systems. These findings,
in conjunction with related ground-based simulation

V/STOL Systems Research Aircraft Flight Research Program
James A. Franklin, Delamar M. Watson, Ernesto Moralez III

results, indicate that the flightpath/longitudinal
acceleration command response type would be an
essential part of a system to permit operation to
instrument minimums significantly lower than those
achieved today for the AV-8B Harrier II. It would also
be a superior mode for performing slow landings to
an austere landing area such as a narrow road where
precise control is demanded. The translational-rate
command system would reduce pilot workload for
demanding, vertical-landing tasks aboard ship and in
confined, land-based sites.

The head-up display offered excellent path
guidance for the curved approach through the ghost
aircraft as well as effective commands for the decel-
eration to hover. It could significantly reduce pilot
workload and improve precision for night shipboard
recovery for AV-8B operations or for operation to
lower visibility minimums than permissible for the
AV-8B. In combination with the translational-rate
command control, the hover display enabled the
pilot to achieve excellent hover and landing preci-
sion, with touchdowns consistently within a 5-foot
radius circle.

Control utilization and frequency content were
documented for the control effectors in all axes. The
only significant effect of control response type on
control activity was a reduction in pitch control used
with the longitudinal acceleration command during
the approach to hover in comparison to that used for
the rate damping stability augmentation or the
attitude command system. This is attributed to the
absence of pitch maneuvering to control deceleration
to hover for the longitudinal acceleration command.
Similar results were observed for the translational-rate
command system during hover and vertical landing;
thrust deflection rather than pitch attitude was used
to maneuver longitudinally. Otherwise, only minor
differences in control activity or none at all were
experienced for the different response types for pitch,
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roll, yaw, and thrust control for the various tasks.
Borderline satisfactory/adequate flying qualities
associated with bandwidth of the translational-rate
control were established for the hover and landing
task: for longitudinal and lateral position and height

control. These bandwidths were 0.33, 0.25, and
0.6 radian per second, respectively.

Point of Contact: J. Franklin
(415) 604-6004

Fig. 1. Ames Research Center’s V/STOL Systems Research Aircraft.

Computational Maneuver Aerodynamics
Neal M. Chaderjian, Lewis B. Schiff

Fighter aircraft can achieve improved maneuver
and agility performance by flying at high angles of
attack. This performance gain is a result of the
nonlinear lift obtained from vortices that form on the
leeward side of the aircraft. If the angle of attack is
sufficiently large, vortex asymmetries can form and
result in a sustained roll oscillation known as wing
rock. This phenomenon can be further exacerbated
by the presence of vortex breakdown. It is important
to understand and accurately predict high angle-of-
attack maneuver aerodynamics in order to insure
pilot safety and extend the useful flight envelope of
the aircraft to obtain tactical superiority.

The approach adopted here is to use the Navier-
Stokes Simulation code to numerically integrate the
time-dependent, three-dimensional, Reynolds-
averaged, Navier-Stokes equations. The goal is to

provide an experimentally validated computational
tool to compute wing rock and other aircraft motions.
This work supports the NASA High-Alpha Technol-
ogy Program and experimental investigations at
Wright Aeronautical Laboratory.

This year’s research utilized the Unsteady Flow
Analysis Toolkit (UFAT) to visually analyze the
dynamics of vortex breakdown and the resulting
nonsteady surface-flow patterns. UFAT is a post-
processing tool capable of reading stored, time-
dependent, computational fluid dynamics (CFD)
solution files and rendering nonsteady streaklines and
surface properties such as pressure, density, tempera-
ture, vorticity, etc. The resultant animation is stored
in a graphics file that can be viewed on a graphics
workstation or ported to a video format for viewing
on a video cassette recorder.
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The first figure compares the experimental and
computational mean surface-flow patterns. The
flow is highly nonsteady due to vortex breakdown
occurring at 40% of the root chord. The CFD,
mean surface-flow patterns were obtained by time-
averaging the nonsteady CFD results, and then
releasing particles within, and constrained to, a
surface one grid point above the wing surface. Both
experiment and computation are in good agreement
with each other and indicate a primary separation
line at the wing leading edge, a secondary separation
line (the one most inboard), and a tertiary separation
line (between the secondary line and the wing
leading edge).

The second figure (see Color Plate 6 in the
Appendix) shows a snapshot from a video animation
of the nonsteady surface pressures and surface-flow

Fig. 1. Comparison of computed and experimental mean surface-flow patterns.

patterns. Red corresponds to high pressure while blue
corresponds to low pressure. The nonsteady separa-
tion lines are significantly different from the mean
separation lines in the first figure. Moreover, a
lambda-type separation line was found to periodi-
cally form and branch off from the secondary separa-
tion line and move downwind toward the wing
trailing edge. This phenomenon is a result of the
expanded vortex core, downwind of breakdown,
which entrains the surface flow. This nonsteady
phenomenon is entirely missed with the experimental
and computed mean surface-flow patterns, thus
emphasizing the importance of visualizing nonsteady
flow.

Point of Contact: N. Chaderjian
(415) 604-4472
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The use of canards for control and improved
aerodynamic performance in advanced aircraft is a
topic of continued interest and research. In addition
to trim, movable canards can provide advanced
maneuver control. For close-coupled canards, the
unsteady aerodynamic performance associated with
moving canard interaction with the wing is of
particular interest. In this study, time-accurate,
Navier–Stokes simulations of the unsteady canard-
wing-body flow fields are conducted. The selected
configuration is schematically shown in the first
figure, with the axis of canard rotation as indicated.

Simulations are performed for nonlinear flight
regimes at transonic Mach numbers and for several
moderate angles of attack. The analyses of the
canard-wing-body flow field include the unsteady
aerodynamics associated with canard pitch-up ramp
and pitch oscillatory motions. The unsteady effects of
the canard on surface pressures, integrated forces and
moments, and canard-wing vortex interaction have
been analyzed in detail.

The sample result given in the second figure
illustrates the effect of the oscillating canard on the
wing surface pressures at the 55% and 75% semispan

Time-Accurate Navier-Stokes Simulation of a Canard-Wing-Body
Configuration with Moving Canards
Eugene L. Tu

Fig. 1. Close-coupled, canard-wing-body geometry (canard axis of rotation shown).
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stations. In this case, the canard is oscillating at a
reduced frequency of 1.0 and an amplitude of
2.0 degrees. Each streamwise pressure distribution
curve represents the instantaneous pressure on the
wing at a selected time instance (A, C, E, G, and I)
during the canard oscillation. On the inboard portion
of the wing, the canard oscillation clearly affects the
formation of the wing leading-edge vortex. The
changes on the lower-surface pressure distribution
near the leading edge indicates that the local effec-
tive angle of attack of the wing is changing as well.

Further outboard, the second figure shows that
there are significant changes in the upper-surface
pressure peaks that are generated by the wing vortex.
Starting from the beginning of the cycle, the suction
peak weakens and appears to move aft (from A to C).
Later in the same cycle, the peak moves forward
towards the leading edge as suction again increases
near the end of the cycle (E-I). Although the wing
upper surface at 75% semispan shows considerable
change, the local, effective, angle of attack at this
station is observed to be relatively constant from the
nearly constant lower-surface pressures. Therefore,
there is very little effect of the oscillating canard on
the local angle of attack of the outboard wing.
Moreover, the significant influences observed on the
outboard wing are primarily due to the canard effects
on the development of the wing’s vortex (inboard)
and the presence of the canard vortex.

The computational technology presented here
can be used to provide high-fidelity simulations of
the moving, close-coupled canard. In addition to
providing a detailed understanding of the complex
canard-wing, flow-field interactions, the current
technology can potentially provide dynamic stability
predictions of moving canard control surfaces.

Point of Contact: E. Tu
(415) 604-4486
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Fig. 2. Effect of canard pitch oscillation on wing-surface pressures at a
free-stream Mach number of 0.85 and angle of attack of 4.27 degrees.
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Applications of Nonlinear Design Optimization and Validation
Wind Tunnel Testing
Susan Cliff, Ray Hicks, Mina Cappuccio, James Reuther, Dan Bencze

Fig. 1. Ames nonlinear optimized model in the NASA
Langley 4- by 4-Foot Unitary Plan Wind Tunnel.

Fig. 2. McDonnell Douglas nonlinear, optimized
model in the NASA Langley 4- by 4-Foot Unitary Plan
Wind Tunnel.

In the past, high-speed civil transport aircraft
were designed using linear aerodynamic tools.
Although these linear tools have been improved
through the years, they still do not fully represent
the aerodynamic flow fields about an aircraft,
potentially missing areas for performance enhance-
ments. Therefore, the NASA High Speed Research
(HSR) Program is adapting and evaluating nonlinear,
aerodynamic, design optimization tools and methods
to take advantage of potential nonlinear benefits.
Within a teaming environment, Boeing, McDonnell
Douglas, and NASA‘s Langley and Ames Research
Centers are each working on design tools in a
coordinated effort to improve the various tools.
Lessons learned by each of the organizations, as
well as the computer codes themselves, are shared
among the teammates with the overall goal of
providing the U.S. airframe industry with the most
advanced aircraft design capability in the world.

As an initial part of this effort, the HSR team-
mates applied their nonlinear, aerodynamic, optimization methods to evaluate them in terms

of aerodynamic performance changes versus linear
designed baseline configurations. The goal was to
evaluate how much of the design space was exer-
cised by these methods using a limited number of
design variables, resulting in as large an effect on the
aerodynamic performance as possible. Additional
focus was placed on the efficiency of these aerody-
namic design methods, in terms of computational
efficiency and overall turnaround time.

Boeing and Ames applied their nonlinear, design
optimization tools to the linearly designed Boeing
Reference H configuration. McDonnell Douglas and
Langley optimized the McDonnell Douglas M2.4-7A.
The only design variables were wing camber, wing
twist, and fuselage camber. Although all the design
methods changed the cruise lift-to-drag ratio (L/D),
the Ames design showed the most substantial effect.
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In order to validate the Boeing, McDonnell
Douglas, and Ames designs, three 1.7% scale models
of the optimized configurations were built under
Ames’ guidance. Ames engineers tested the three
models, plus two baseline configurations, in the
Langley 4- by 4-Foot Unitary Plan Wind Tunnel.
The figures show the Ames (first figure) and
McDonnell Douglas (second figure) optimized
designs, both in the wind tunnel. Force and moment
data were acquired using an internal, sting-mounted,
6-component balance at the test conditions of –4°
to 10° angle of attack and a Mach number of 2.40.
Boundary-layer transition verification studies were
carried out using sublimation techniques and
colored oilflow visualization. During a later entry,

the Langley design was tested. Data repeatability for
both tunnel entries was excellent (0.5 drag count).

Although the wind tunnel data compared to the
computational predictions varied some between the
different organizations, all were close. The Ames
computations closely matched the wind tunnel data.
For absolute drag, the computations were within
1.5 drag counts of the wind tunnel data. For the delta
resulting from the difference between the optimized
and linear baseline drag values, the computations
were within 0.5 drag count of the wind tunnel data
delta.

Point of Contact: D. Bencze
(415) 604-6618

Aeroacoustic Interactions Between the Noise Suppressor Nozzle
and Airframe of the High-Speed Civil Transport
Chris Allen, Paul Soderman, Brian Smith, Fanny Zuniga

Reducing takeoff noise of the high-speed civil
transport (HSCT) is a critical goal of the NASA High
Speed Research (HSR) Program. Acceptable takeoff
noise will be achieved by a combination of reducing
noise from the jet exhaust nozzles and improving the
lift-to-drag ratio (L/D) performance of the airframe.
The current noise suppressor nozzle concept uses a
mixer/ejector system that entrains large quantities of
air into ejector inlets located near the trailing edge of
the HSCT wing. The High-Lift/Engine Aeroacoustics
Technology (HEAT) Program was initiated to assess
the effects of the wing flow field on the suppressor
acoustic performance (as well as the effects of the
suppressor inlet flows on the aerodynamic perfor-
mance of the wing). The overall objective of the
program is to document interactions between the jet
noise suppressor and the high-lift system at airspeeds
and angles of attack consistent with takeoff, climb,
approach, and landing.

To determine the installation effects on suppres-
sor acoustic performance, a series of experiments
were performed in the 40- by 80-Foot Wind Tunnel
at Ames Research Center’s National Full-Scale
Aerodynamics Complex. These experiments included
aeroacoustic measurements of the noise suppression
of first-generation mixer-ejector nozzles, both
isolated and installed on a 13.5% scale model of
the Boeing Reference-H HSCT. The suppressor
nozzles were provided by General Electric Aircraft
Engines.

The figure shows the semispan HSCT model
mounted in the acoustically treated 40- by 80-foot
test section with a noise suppressor nozzle installed
at the inboard station. A flow-through nacelle was
mounted at the outboard station. The model was
mounted on a symmetry plane to minimize the
effect of the boundary layer on the test section floor.
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The symmetry plane was acoustically treated to
prevent contamination of the acoustic data by
reflections. A turntable located below the floor of
the test section permitted aeroacoustic measurements
at angles of attack of up to 16 degrees.

Most of the acoustic measurements were made
using a traversing microphone system to capture the
noise radiated below the aircraft at flightpath angles
required to predict the community noise level of the
aircraft as specified in the Federal Aviation Adminis-
tration Regulations. The acoustic data were scaled to
full scale and extrapolated to the proper distance
required to calculate the appropriate flyover noise
metrics.

The acoustic data were compared with similar
data acquired on the isolated suppressor nozzles to

determine the acoustic installation effect on commu-
nity noise. Microphones were also mounted sparsely
on the ceiling of the test section to get an indication
of the acoustic installation effect on the side of the
aircraft.

In addition to the acoustic installation effects
at the takeoff nozzle and the flight conditions, the
sensitivity of the acoustic installation effect to para-
metric variations was also determined. The param-
eters that were varied included flight velocity, jet
thrust, aircraft angle of attack, trailing-edge flap
deflection, ejector acoustic treatment, nozzle
geometry, and orientation.

A secondary objective of the test was to measure
the effect of nozzle inlet flow on the L/D characteris-
tics of the airframe. The test documented the overall
forces and moments generated by the powered
configuration as well as the pressures induced on
the airframe by the nozzle inlet flows. The aspiration
ratio and total and static pressures within the inboard,
powered nozzle were measured for correlation with
the acoustic data. These data were used to quantita-
tively determine the effects of the nozzle inlet and jet
plume flows on the high-lift performance of the
airframe.

The HEAT test series was a cooperative effort
among the researchers at Ames and Lewis Research
Centers, Boeing, General Electric, and McDonnell
Douglas.

Point of Contact: C. Allen
(415) 604-0074

Fig 1. HSCT model with installed noise suppressor
nozzle. Traversing microphones are positioned
underneath the model.
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Two piloted flight simulation studies on the high-
speed civil transport were performed on the Ames
Vertical Motion Simulator as part of NASA’s High-
Speed Research Program. Engineers and pilots from
Boeing, McDonnell Douglas, Calspan, and Langley
Research Center participated in the studies.

The first simulation had three objectives; the first
objective was to evaluate a new control system that
allows a designer to quickly implement invariant
vehicle dynamic responses over a large range of
operating points, ranging from approach airspeeds at
sea level to Mach 2.4 at 60,000 feet. The control
system was evaluated at a range of flight conditions,
and it performed as expected.

The second objective of the first simulation was
to evaluate the adequacy of the horizontal tail size of
the latest version of the vehicle. Since the aircraft is
designed without inherent longitudinal static stability,
the proper sizing of the tail is of paramount impor-
tance. Several key configurations were flown with
different size tails in different geometrical locations
on the aircraft. The control system described under
the first objective was used to create identical aircraft
pitch responses for these different configurations,
until the tail reached a control limit, in order to make
a fair comparison.

The third objective of the first simulation was to
develop jointly with Honeywell a guidance system
architecture for the high-speed civil transport that

(a) has system design integrity based upon proof of
logical correctness at the design level; (b) allows a
significant simplification and cost reduction in system
development and certification; and (c) allows for
improved operational efficiency. Pilots evaluated a
prototype of the system and stated that the modeling
of the system was transparent and that the operation
was simple.

The second simulation had one objective: to
jointly select the preferred vehicle pitch response
characteristics that the airplane should have. That
is, would a pilot prefer to have direct control over
vehicle angle of attack, or should it be pitch angle or
flightpath angle. A set of different response character-
istics were analyzed by NASA, Boeing, Honeywell,
and McDonnell Douglas throughout the year. Several
promising response characteristics were jointly
selected for a piloted study. A set of (jointly agreed
upon) metrics was used to measure the value of each
response characteristic.

The figure (see Color Plate 7 in the Appendix)
shows a visual database representation of the general
class of vehicle used for the tests in both the simula-
tions described.

Point of Contact: J. Schroeder
(415) 604-4037

High-Speed Research Guidance and Flight Control
Jeffery A. Schroeder, Chima Njaka, Shawn A. Engelland, Charles S. Hynes, Karl Bilimoria, Robert W. Gardner
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To achieve aerodynamic and weight savings for
future supersonic commercial transport aircraft, it has
been proposed to replace forward-looking windows
with a synthetic vision system (e.g., to avoid drooping
the nose). The detection of potential obstacles, both
in the air and on the ground, is one function previ-
ously supported by windows. Since a synthetic or
sensor-derived display of the outside world may not
fully replicate the salient characteristics of the true
scene, additional sensors and systems may be
necessary to provide the pilot with sufficient obstacle
information. The focus of this effort is to develop and
demonstrate concepts that assist pilots in detecting
obstacles in the air and on the ground in the absence
of a forward window by using information from
onboard sensors.

A real-time capability has been developed for
the detection of obstacles on a runway based upon
images from an onboard camera. The algorithm
detects obstacles having vertical relief relative to the
runway surface so that surface-level markings such as

Obstacle Detection Systems to Augment a Windowless Cockpit
Phillip Smith

tire marks are not classified as obstacles. The current
real-time implementation processes seven frames per
second, visually highlighting detected obstacles that
are more than six feet tall.

An image-based runway detection algorithm has
also been developed as an automated check for a
Global Positioning System–based landing system to
ensure that the aircraft is homing to the desired
runway. A geometric model of the runway allows
robust detection in the presence of image noise.

Several approaches for improving the ground-
clutter suppression ratio for radar returns against
a cluttered background were investigated in order
to increase the likelihood of detecting airborne
obstacles below the horizon. Both phase monopulse
moving-target-indicator radar and amplitude
monopulse radar have been studied.

Point of Contact: C. Null
(415) 604-1260
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